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short-form tests, 239
test design and validation, 209
traditional scales vs., 209–210
unidimensionality assumption, 183–184, 206
iteration, 381
Kaplan–Meier survival analysis, 297
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multidimensional construct, QoL as, 5, 37
Multidimensional Fatigue Inventory (MFI-20), 12, 30–31, 575–576
multilevel models, 373, 384–385
multiple endpoints
clinical trials, 261–262
sample size estimation, 303–305, 306–307
multiple-group comparisons, 432
ANOVA, 333–335
sample size estimation, 303
multiple imputation, 421–422, 423
multiple-indicator multiple cause (MIMIC) models, 51
multiple regression analysis, 326–327
multiple testing, 433–435
differential item functioning, 220
sample size estimation, 303–305
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