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Theoretical Modeling of ALD Processes
Charles B. Musgrave

1.1
Introduction

This chapter describes simulations of atomic layer deposition (ALD) using quantum
chemical electronic structure methods. Section 1.2 provides a brief overview of the
quantum chemistrymethods useful in the study of chemical processes andmaterials
behavior. Although this section includes a summary of quantum chemical methods,
it is not meant to be a comprehensive review of quantum chemistry and the reader is
encouraged to examine the many excellent textbooks and reviews of quantum
chemistry [1–3]. Section 1.3 overviews the use of quantum chemistry for predicting
the properties ofmolecules andmaterials, while Section 1.4 specifically overviews the
use of these methods to study ALD mechanisms, and Section 1.5 provides several
examples of the determination of ALD mechanisms using quantum chemical
methods. Again, this section is not meant to provide a comprehensive review of
the use of electronic structure theory to study ALD and the motivated reader can
examine the literature to explore what has specifically been done in this area. In
addition to the various manuscripts our group has published on this topic [4–24], the
groups of Esteve and Rouhani [25–29] and Raghavachari [30–35] have published
many excellent articles on using quantumchemicalmethods to studyALD.While the
overview of simulations presented here is meant to be helpful in understanding the
approaches used to theoretically study the chemistry of ALD, it can be skipped for
those who are already familiar with these methods or who do not seek a deeper
understanding of electronic structure theory.

1.2
Overview of Atomistic Simulations

While simulations canbe aimed at developing a description andunderstanding of the
ALD process or at predicting the properties of the resulting ALD film, we here
specifically focus on simulations intended to explain the chemistry of the ALD
process. The unique features of ALD specifically rely on the nature of the half-
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reactions that describe the chemistry of each half-cycle. Specifically, ALD relies on the
self-limiting nature of the surface reactions that result from the use of reagents that
each do not self-react and that are introduced into the ALD reactor in separate pulses,
temporally separated from each other by a reactor purge [36]. During each precursor
pulse, the precursor reacts selectively with the functional groups remaining from the
previous precursor pulse, but not with itself. For a successful ALD process, each half-
reaction must produce a surface functional group reactive toward the subsequent
precursor and deposit at most one atomic layer. Ideally, because reactants do not self-
react and are introduced into the reactor separately, chemistry and transport are
decoupled in ALD reactors. Thus, the nature of the surface reactions is the central
feature of the ALD process that provides it with its ideal attributes – uniformity,
conformality, and nanometer-scale control of film thickness and composition.
Consequently, a fundamental understanding of an ALD process involves a detailed
description of the ALD chemical mechanism, and accordingly, we focus on sum-
marizing methods that describe these surface reactions that provide ALD with its
unique advantages.

1.2.1
Quantum Simulations

The most fundamental approach to describing chemical reactions is based on using
quantum mechanics to describe the electronic structure of the reacting system.
During a chemical reaction, the reactants transform into products by rearranging
their atomic coordinates from that of the reactants to that of the products. The actual
trajectory followed by the reacting species is variable as atomic motion is a highly
dynamical process. Each intermediate structure along the trajectory followed during
the reaction involves a unique ground-state electronic wave function. That is, the
electron density of the system is dynamically redistributed as the atomic structure
evolves from that of the reactants to that of the products. Because the electrons have
much lower mass than the nuclei, the reacting system typically stays in its electronic
ground state during the course of reaction. In other words, the redistribution of
electron density along the trajectory of atomic configurations is adiabatic. Nonethe-
less, the key point is that this complex process is intrinsically quantum mechanical,
despite being electronically adiabatic because the properties along the trajectory of
the reaction, and specifically the energy, depend exclusively on the wave function at
each atomic configuration.

Because chemical reactions are inherently quantummechanical, anymethod used
to simulate chemical reactions must either be quantum mechanical or somehow
empirically incorporate the quantum mechanical nature of the process of reaction
into its description. Classical molecular dynamics (MD) potentials are generally not
capable of accurately describing chemical reactions, except in the very few cases
where potentials have been designed and trained specifically to describe a particular
chemical reactivity. Fortunately, over the past few decades the meteoric rise in
computational power together with significant advances in electronic structure
methods and algorithmic progress has made the direct application of quantum
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mechanics to describing atomistic systems of reasonable size practical, although
nowhere as efficient as classical MD. In fact, high-quality quantum calculations that
required supercomputers to execute just 20 years ago can now be performed on
desktop computers. Anothermajor development that enabled the ongoing revolution
in quantum chemistry is the development of high-quality quantum mechanical
density functional theory (DFT) methods that have been implemented in reasonably
priced simulation packages with relatively simple graphical interfaces. This, com-
bined with the availability of affordable modern computers, has enabled researchers
on even the most modest budgets access to the power of quantum chemical calcula-
tions. The result is an explosion in the quantity of research conducted using quantum
chemical simulations. Thus, the computational approaches we focus on are quantum
chemicalmethods, both because of their nowwidespread use andbecause they are the
most appropriate and reliable approaches for describing the chemistry of ALD.

A large number of different quantum chemical methods, including DFT, are now
available in a variety of software packages. These can be categorized as being either
semi-empirical or ab initio (from first principles). Semi-empirical methods approx-
imately solve the Schr€odinger equation, but use empirically derived parameters to
compute the effects of terms that are either neglected or approximated in the specific
approximations used within themethod. These methods have the advantage of being
extremely fast relative to ab initiomethods. They can also be relatively accurate if the
system and property of interest are within or not too different from the training set
used to parameterize the method. Unfortunately, semi-empirical methods are gen-
erally not reliable for thepredictionof activationbarriers, which of course are central to
predicting the chemistry of a reacting ALD system as the energies of the various
possible transition states (TS) determine whether a reaction is active. Consequently,
we do not discuss the application of semi-empirical methods to simulate ALD.

Incontrast to semi-empiricalmethods,firstprinciplesmethods arebydefinitionnot
empiricallyfit to any experimental data set.Ab initiomethods start with a fundamental
quantummechanical description of the system and then employ various approxima-
tions to make the solution of the quantum mechanical problem tractable. While
approximations are employed, they do not involve fitting to any data. As we will see
shortly,manyDFTmethods involve anempirical component in thedevelopment of the
exchange correlation (XC) functionals that define each DFT method. Nevertheless,
DFT methods are still typically called ab initio methods. Despite the fact that most
DFTmethods do not strictly conform to the definition of ab initio, we will also adhere
to the general convention of calling these methods first principles methods.

1.2.2
Wave Function-Based Quantum Simulations

Quantum simulation methods are classified as either wave function or density
functional methods. Ab initio wave function methods involve directly solving the
Schr€odinger equation using various approximations with the quality of the method
depending on the degree of approximation. Thus, ab initiowave functionmethods can
be ranked within a hierarchy that depends on the extent of the approximations used,
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ranging from themean field approximation of theHartree–Fock (HF)method [37–39]
to exactmethods that include nth-order perturbation theory [40] (in the limit of large n
and if the perturbation is small), full configuration interaction (CI), and quantum
Monte Carlo methods [41]. The most approximate ab initio wave function method is
theHFmethod. The HFwave function is the lowest energy single Slater determinant
wave function for an n-electron system, where the wave function is the determinant of
the n-by-n matrix where each column is a different electron orbital and each row a
different electron. A determinant form for the wave function guarantees that it is
antisymmetric, a requirement for fermions, and that the electrons are treated as
identical, indistinguishable particles. Unfortunately, despite being ab initio, themean
field approximation that defines the HF method causes it to severely overestimate
activation barriers in the vast majority of reactions, among other inaccuracies, which
thus makes it unsuitable as a method for accurately describing chemical reactivity.
On the other hand,HFserves as the basis for almost all wave function-basedmethods.
Generally, these approaches combine the n-electron HF ground-state wave function
with excited HF wave functions constructed by replacing occupied orbitals of
the ground state with up to n unoccupied (virtual) orbitals to improve the quality
of the wave function. Themixing in of excitedHFwave functions with theHFground
state to improve the description of the wave function is usually accomplished using
perturbation theory or variationally using configuration interaction.

Because a detailed description of wave functionmethods is beyond the scope of this
chapter and because the application of thesemethods to simulate ALDhas beenmuch
more limited than the application of density functionalmethods, we will forgo amore
extensive account of these methods. However, we note that ab initio wave function
methods have the advantage that they can be systematically improved. That is, we can
methodically climb the hierarchical ladder of methods from the base Hartree–Fock
methodup toward theexactmethodsby, for example, increasing theorderof themany-
body perturbation theory (MBPT) or increasing the order of excitations in a config-
uration interaction method, which include coupled cluster and complete active space
methods. Thus, we can robustly determinewhether amethod accurately describes the
system by systematically improving it and analyzing its approach to convergence.
Unfortunately, the accurate wave functionmethods are generally prohibitively expen-
sive formany systemsof interest. This is especially true for the caseofALDbecause the
systems of interest are surface reactions, and thus involve a model of the reacting
surface containing too many atoms for practical simulation using the higher quality
wave function methods. However, they can still play the role of calibrating
more approximatemethods practical enough for simulatingALDprocesses to validate
the choice of method and provide error bars on the predicted reaction energetics.

1.2.3
Density Functional-Based Quantum Simulations

An alternative to using the electronic wave function as the basis of a quantum
mechanicalmethod is to use the electrondensity.Methods based on this approach are
called DFT methods. Hohenberg and Kohn first showed that the electron density
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uniquely determines the number of electrons and the location and identity of the
atoms, that is, the potential, and thus the system Hamiltonian and its associated
Schr€odinger equation [42]. Consequently, the electron density uniquely determines
the wave function and thus all information contained in the wave function must also
be contained in the density! The key is to construct an energy functional equivalent to
the Hamiltonian that includes all important contributions to the electronic energy. A
functional is essentially a function of a function; in this case, the energy is a function
of the electron density, which is itself a function of position. Kohn and Sham proved
that the exact energy functional exists [43], but unfortunately proof of its existence did
not prescribe an approach to its determination. However, knowing that an exact
energy functional exists motivated the development of DFTwhere the key challenge
has been to derive energy functionals that accurately describe the system.

The general approach to developingDFTenergy functionals has been to exploit the
fact that energy is an extensive property in order to separate the energy functional into
its component energy contributions, including the kinetic energy, electron–electron
repulsions, electron–nuclear attractions, the exchange energy, and the correlation
energy. The explicit inclusion of the exchange and correlation energy through the
exchange and correlation density functionals, called the exchange correlation func-
tional when combined, may appear strange here because they are not explicitly
included in the Hamiltonian of wave function methods. This is because no anti-
symmetry requirement is imposed on the density, so exchange does not naturally
arise inDFTas it doeswhenusing a Slater determinant formof thewave function and
so it must be explicitly added. On the other hand, correlation is an opportunistic
addition to the energy functional used to improve the quality of a density functional to
help it reproduce the properties of the system. This explicit addition of correlation
energy is remarkably computationally efficient compared to the approaches for
incorporating additional correlation energy into wave function methods that rely on
mixing large numbers of excited states into the ground-state wave function. Fur-
thermore, density functional methods are computationally efficient because they not
only use a single Slater determinant description of the electronic structure, but also
do not involve calculating any �two-electron integrals,� which is a requirement of all
orbital-based wave function methods, making the wave function methods scale with
at least the fourth power of the system size.

One drawback of DFT methods is that they are generally not improved system-
atically; whereas wave functionmethods calculate exchange and correlation based on
expansions, the exchange and correlation density functionals that define the DFT
method are based on specific functions. Another drawback is that these functionals
often involve parameters that are empirically determined by a fitting process.
Although virtually all DFT methods involve XC functionals that are empirically fit
and are thusnot strictlyfirst principlesmethods, they are commonly referred to as �ab
initio.� Because DFT functionals are often empirically determined, great care should
be taken in conducting simulations using DFT to ensure that the functional is
appropriate for the property and system of interest. Unfortunately, it is common for
DFTresults to be published in the literature that donot confirm that the choice ofDFT
method is appropriate for the property of interest and the reader is left with the
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question of whether the results are reliable. This issue is often not fully appreciated.
This might be partially caused by the confidence in the method instilled in the
nonexpert by the use of the term �ab initio� or �first principles� to describe DFT
methods. A similar caution could be given for wave functionmethods where the level
of approximation within the method may make it incapable of accurately describing
the systemor phenomena of interest. Again, the user should confirm that themethod
is appropriate for the property being predicted.

1.2.4
Finite and Extended Quantum Simulations

Computational quantummechanicalmethods can also be categorized bywhether the
method is applied in a finite or extended fashion. A finite calculation involves
simulation of a localized system, such as an atom, molecule, or cluster of atoms,
whereas an extended calculationmodels systems such as a surface or bulkmaterial by
periodically repeated unit cells. Wave function methods are almost exclusively only
applied to finite systems, whereas DFTmethods are routinely applied to both finite
and extended systems. Extended systems are modeled using periodic boundary
conditions (PBC), a good review of which can be found in Ref. [3], even if the
underlying system is itself not periodic. The application of PBC requires that a
supercell be defined that will be periodically repeated along the lattice vectors. This
model naturally applies to periodic systems, such as crystals and their surfaces.
However, it can also be applied to systems that do not exhibit periodicity by defining a
relatively large supercell containing a locally nonperiodic structure that is repeated on
the longer length scale of the chosen supercell. Quantum simulations of surface
reactions, such as those of ALD on the growing surface, can be performed using
either a finite cluster or periodically extended supercell model of the reacting surface
site. Thus, for simulating ALD surface reactions the researchermust decide whether
to use a finite cluster or extended model of the reacting surface.

If a cluster is chosen tomodel the reacting surface, it should be large enough that it
includes the changes in the systemoccurring during the chemical reaction, including
all significant interactions with the surrounding material. In other words, any
changes induced on the substrate by the ALD surface reactions should be insignif-
icant at the cluster edge. If a clustermodel is chosen that is too small tomodel theALD
surface reaction, the edge of the cluster can introduce nonphysical interactions with
the reacting atoms. For example, for amaterial such as GaAs the broken bonds at the
cluster edges should be terminated in such a way as to preserve the electronic
structure of the surface. However, a material such as GaAs involves bonds that are
partially covalent and bonds that are partially ionic. When a surface is created, the
broken bonds preferentially become lone pairs (in the case of As) and empty orbitals
(in the case of Ga). Thus, in the case of a cluster, the surfaces that define the edge of
the cluster are more difficult to �terminate� as the terminating groups, such as a H
atom,will not forma bond to theGa or theAs atom that accuratelymimics theGa�As
bonds of the bulk material. Of course, these artifacts can be reduced by using large
clusters so that the edges are far from the reactive site of the cluster. Unfortunately,
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most quantum chemical methods scale with at least the third power of the system
size. It is then important to define cluster models that are just large enough to
accurately describe the effects at play during the reaction. Fortunately, the effects
involved in chemical reactivity are relatively local phenomena and so the assumption
that reactions on a clustermimic reactions on the surface is usually valid. This is true
except in cases of cluster models that are obviously too small because the gas-phase
reagent reacts withmore than a single surface reactive site, or because of edge effects
due to the cluster being too small or designed with poor edge termination.

If a supercell model of the reacting surface is chosen to model the reactive surface
site, then a supercell must be defined that is large enough to include the relevant
interactions within the cell and where self-interactions resulting from interactions
with periodic images in neighboring cells are small. Although the underlying
substrate may be periodic, surface reactions break this periodicity as does the growth
of the film, which is rarely epitaxial with the underlying substrate. Spurious periodic
interactions with images in neighboring unit cells caused by the surface reactions
and imposed by PBC can lead to artifacts, and thus like cluster models, care must be
taken to avoid edge effects when supercell size is insufficient to isolate the reacting
surface site from neighboring reacting sites. Although both approaches have their
drawbacks, they have both been successfully applied to simulations of ALD and
generally agree with each other when the choices made inmodel design andmethod
are appropriate so as to not introduce significant artifacts [14].

1.2.5
Basis Set Expansions

In both finite and extended methods, the electronic structure is expanded as linear
combinations of basis functions. For finite systems, including clusters of atoms
designed tomodel regions of an extended structure such as a surface, basis functions
are localized atomic orbital-like functions with their radial component described
using either Gaussians, expð�fr2Þ, or Slater functions, expð�frÞ, where the expo-
nent f determines the spatial extent of the basis function. On the other hand,
extended systems modeled using supercells within PBC generally expand the
electron density over a series of plane waves up to a chosen cutoff energy. This
expansion is analogous to a Fourier expansion of a periodic function, in this case the
density, and involves the usual difficulties of Fourier expansions, such as describing
functions with discontinuities in their derivatives. This challenge can be met by
including very high frequency planewaves in the expansion or describing thenucleus
and core electrons of the system using pseudopotentials. This also has the effect of
reducing the number of electrons that are treated explicitly, greatly reducing the
computational cost for systems with large numbers of electrons.

Large basis sets includemore basis functions or planewaves to generally allow for a
better description of the wave function or the electron density, which is the square of
the wave function. When using localized or plane wave basis functions, the number
of unknown coefficients to be determined, and thus the computational demand,
growswith the size of the basis set. Fortunately, the quality of the calculations typically
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converges at reasonably sized basis sets, although it is good practice to confirm this
convergence. Methods have also been developed to estimate the energy predicted by
infinitely large basis sets using what is called a basis set extrapolation.

1.3
Calculation of Properties Using Quantum Simulations

Quantummechanical calculations are generally relatively computationally intensive.
However, their ability to describe esoteric phenomena and accurately predict system
properties, often beyond the capability of experiment, motivates their use. A wide
variety of properties useful in understanding an ALD process can be computed using
quantum simulations. The most basic and widely calculated property is the system
energy. Although the system energy itself has little intrinsic value, differences in
energies form the basis for calculating awide range of properties. These include bond
energies, adsorption energies, reaction energies, intermediate energies, activation
barriers, electron affinities, ionization potentials, excitation energies, band gaps, and
free energies. Furthermore, first and second derivatives of the energy with respect to
the atomic coordinates allow one to calculate the forces and vibrational frequencies of
the system, and thus optimize geometries. Calculation of forces allows one to predict
stationary states (where all forces are zero) including stable structures and transition
states, which are first-order saddle points on the system potential energy surface
(PES) E(RA, . . ., R3N), where the set {Ri} contains the 3N coordinates of theN atoms.
Furthermore, the calculation of frequencies enables the prediction of experimental
vibrational spectra, such as infrared and Raman frequencies. Calculated frequencies
also allow for the determination of zero-point energies and vibrational partition
functions, fromwhich entropies, enthalpies, heat capacities, and thermal corrections
can be calculated, which then enable the calculation of free energies and other
temperature-dependent properties.

Additional properties that can be calculated and that are useful for understanding
ALD include the electron density, from which valuable insight into the electronic
structure of the reacting system can be gleaned, HOMO–LUMO gaps, which are
valuable in understanding the interactions involved during reaction, and band gaps
and band offsets, which are often useful in predicting the electronic properties of the
film and its interface with the substrate or an overlying metal electrode.

1.3.1
Calculation of Transition States and Activation Barriers

Our focus on simulations of the ALD process, specifically the reactions involved in
ALD, naturally motivates the desire to predict properties related to the chemical
reactivity. These properties include the active chemical mechanism of the process
and the associated energetics and kinetics of the mechanism. We have already
mentioned that the calculation of forces allows us to optimize structures to determine
the energies of reactants, intermediates, products, and TS connecting these stable
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structures. If we optimize a series of stable structures from reactants and products
along with a series of TS connecting the various intermediate structures, we have a
candidatemechanism for a chemical reaction. The differences in energy between the
transition states and the structures they connect are the forward and reverse barriers
for that step in themechanism. Finding a low-energy path from reactants to products
allows us to state that the pathway is viable. However, we cannot ignore the possibility
that a lower energy pathway may exist. This generally motivates the researcher to
explore all reasonable pathways, meaning pathways that are chemically rational.
Unfortunately, although the optimization of stable structures along the minimum
energy path (MEP) of the reaction is straightforward inmodern simulation codes, TS
searches are still challenging despite the development of various algorithms for
locating saddle points on the potential energy surface. One challenge is the sheer
number of saddle points in a systemwith even only amoderate number of atoms and
the possibility that incorrect saddle points are located. Another is that saddle points
themselves are more subtle topological features on the potential energy surface than
the minima of stable structures and involve the more complex constraint that all
second derivatives, except the one that corresponds to the reaction coordinate, are
zero. Thus, the forces on the atomsnear transition states tend to be smaller than those
on the atomsnear stable structures for equal displacements from the stationary point.

Best practices for determining reaction mechanisms include:

1) using chemical intuition to initiate TS searches at starting structures near the TS
structure,

2) ensuring that the right number of imaginary modes are found,
3) visualizing the vibrational mode corresponding to the reaction coordinate to

confirm that it moves the geometry toward the two states the TS is intended to
connect, and

4) performingan intrinsic reactioncoordinate calculationwhere theMEPis followed
in both directions from the TS to identify what structures the TS connects.

These efforts locate and confirm the nature of the TS, but unfortunately donot ensure
that this TS is actually that of the MEP. And even if the correct TS is found, it is
possible that a competitive pathway exists at the reaction temperature. Consequently,
it is important to locate all low-energy pathways that might be active at the reactor
conditions. A second issue involves the possibility that even if the reactants follow the
MEP through the lowest energy TS, theymay not follow theMEP on the product side
of the potential energy surface because as the potential energy of the system at the TS
is converted to kinetic energy as the systemproceeds toward the products, that kinetic
energy can enable the system to follow a trajectory different from the MEP along the
exit channel. This possibility is relatively rare, but ismore probable in caseswhere the
kinetic energy is not quickly thermalized (redistributed to modes other than the
reaction coordinate) or where low-energy TS within the exit channel exist. The above
issues make locating of TS structures one of the hardest challenges for the user of
simulation methods. Fortunately, experience, understanding of the chemical nature
of the system, and creative use of the various techniques forfinding TS structureswill
reward the persistent researcher.
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Once sufficient confidence in a predictedmechanism is obtained, one can thenuse
the schematic potential energy surface of this mechanism as a basis for understand-
ing the relevant ALD process. While this is valuable, a number of additional useful
properties related to the mechanism can also be calculated.

1.3.2
Calculation of Rates of Reaction

In addition to predicting the activation barriers for each step in amechanism, one can
also use the vibrational frequencies of the intermediate (or reactant) and transition
states to calculate their partition functions and thus the preexponential factor of the
rate constant using transition state theory (TST). Consequently, a quantitative
prediction of the rates of reaction for the individual steps and an overall reaction
can be calculated. Although the prediction of rate constants using TST with input
calculated from quantum calculations is enormously valuable, several words of
caution should be provided. Themost important is that because the rate law depends
exponentially on the ratio of the activation barrier to the thermal energy kBT, where kB
is the Boltzmann constant, through the Boltzmann factor expð�EA=kBTÞ, a small
error in the barrier can lead to considerable errors in the predicted rate. This is
exacerbated at low temperatures where expð�DEA=kBTÞ is large for relatively small
errors in the barrier,DEA. For example, at 298K an approximately 1.36 kcal/mol error
in an activation barrier leads to a factor of 10 error in the rate constant. Unfortunately,
most methods do not achieve an error of less than 1.5 kcal/mol in the activation
barrier. For example, for most DFT methods errors of 3–4 kcal/mol are relatively
typical making errors in the rate constant at 298K near a factor of 10 000 common.
The good news is thatmostmethods tend to be relatively systematic in their under- or
overprediction of barriers so that while the predicted ratesmay be off by a substantial
amount, the relative rates between different steps will generally be in error by a
significantly lower amount. For example, DFT methods tend to systematically
underestimate barriers. Thus, the prediction of branching ratios can be expected
to be relatively good compared to the absolute rates. When the competing pathways
involve barriers that are different by more than 3–4 kcal/mol, DFT methods can
reliably predict the correct active reaction. Of course,more accuratemethods can be
used to calibrate and verify the predictions of DFTor to provide a correction factor.
For example, the CCSD(T) coupled cluster method can predict barriers to within
�1 kcal/mol if the reaction possesses what is called �single-reference� character.
Because CCSD(T) is computationally demanding, it is usually just used on small
systems, for example, small models of the reaction including less than 10 heavy
atoms, that are analogous to that of the actual ALD reaction. Another kinetic
property that can be calculated is the kinetic isotope effect (KIE) because it is just the
ratio of the rate constants of a reaction where in one case the reacting species has
been isotopically substituted. Prediction of KIEs for the rate-limiting steps of a
reaction thus allows simulation to predict experimental KIEs, providing a powerful
approach to confirming the rate-limiting step, and thus the mechanism of a
reaction.
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A less common quantum simulation approach for investigating ALD involves ab
initio molecular dynamics. While classical MD is relatively efficient, as mentioned
above, it does not usually provide an accurate description of the bond dissociation or
formation process. Ab initio MD, on the other hand, allows one to follow dynamics
trajectories with energies and forces described using various flavors of quantum
mechanics, most commonly DFT. Unfortunately, the computational expense of DFT,
although low relative tomethods of comparable or greater accuracy, still prohibits the
simulation of large systems or for processes that take place over relatively long
timescales compared to the vibrational timescale of the system. Despite these
limitations, DFT-based MD can be quite useful in elucidating the details of an ALD
process. The twomain varieties of ab initioMD are the Born–Oppenheimer (BOMD)
and Car–Parrinello (CPMD) methods, reviewed in Ref. [3]. BOMD solves the
electronic structure problem explicitly at each time step and uses the resulting
energy to calculate forces on the ions. In contrast, CPMD treats the electron
coordinates explicitly as dynamical variables in an extended Lagrangian. Both
approaches have proven quite useful, although the BOMD approach does not suffer
from the electronic drag and nonadiabaticity often encountered with CPMD. These
problems are due to how CPMD propagates the electron density forward where it is
no longer the correct electronic structure for the �external potential� presented by the
ion arrangement.

This brief treatment of quantum simulation methods is only intended to remind
the reader of the basic ideas related to these simulationmethods. For readers who are
inclined to delve into the field of quantum simulations, a thorough review of
quantum mechanics and quantum simulations is highly recommended [1–3].

1.4
Prediction of ALD Chemical Mechanisms

As described generally above, electronic structuremethods such as DFTare uniquely
capable of providing afirst principles description of the chemical reactivity of reacting
systems. This involves determining the active reaction pathways by identifying and
characterizing the intermediates and transition states leading to the products of the
ALD reaction. The key challenges are (i) locating the low-lying transition states, (ii)
confirming that they indeed connect the states along the reaction path, and (iii)
establishing confidence that these transition states are indeed the active pathways.
Transition states are first-order saddle points, meaning all forces are zero (they are
stationary points) and all second derivatives except one of the energy with respect to
the nuclear coordinates are positive. The negative second derivative is the normal
mode corresponding to the reaction coordinate for this step. Locating these often
subtle topological features in a hyperdimensional surface can be difficult. This is
exacerbated by the fact that many low-lying first-order saddle points may reside on
this energy landscape, including hindered rotors (e.g., methyl groups) and skeletal
modes of larger molecules. Furthermore, at higher temperatures pathways that
involve higher lying transition states may become active. Although these obstacles
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can make determining ALD mechanisms using quantum chemical methods prob-
lematic, it is usually the only practical way to obtain a detailed description of the
chemistry, and especially of the nature of the transition states as this type of
information is not readily available from experiment. Despite these challenges,
researchers have successfully used quantum chemical calculations to explain the
mechanisms of a variety of ALD chemistries.Wewill next discuss the general types of
ALD reactions that arise in ALD chemistry and then go through the specific example
of the ALD of Al2O3 using trimethylaluminum (TMA) andwater to illustrate a simple
case of determining an ALD mechanism with DFT [20].

1.4.1
Gas-Phase Reactions in ALD

The first possible reaction in the ALD systemmight involve gas-phase self-reactions
that could occur when the precursor is introduced into the ALD chamber. Although
ALD precludes self-reactions, one could first calculate the barriers to possible gas-
phase self-reactions to estimate the extent of the CVD component in this ALD
chemistry as a function of temperature. Ideally, the CVD component is very low, but
prediction of these barriers could provide evidence to show this. Often, experiment
has shown that the precursors of the ALD chemistry being investigated do not self-
react at reasonable temperatures and this step is skipped.

Other gas-phase reactions that could be studied as a prelude to the ALD surface
chemistry are the reactions between the complementary ALD precursors. Although
these species are introduced into the reactor in pulses temporally separated by
intervening reactor purges to prevent them from reacting anywhere but on the
substrate, the predicted reaction energies and TS energies can provide a reasonable
estimate for the thermodynamics and kinetics of the ALD surface reactions. This is
because these reactions are often isodesmic to the surface reactions. That is, they
involve breaking and forming the samenumber and types of bonds and oftenproceed
through a similar TS. Consequently, they are small analogues of the surface reactions
and thus their chemistry can be calculated relatively quickly to screen and develop
understanding of theALD surface chemistry. In addition to providing insight into the
driving forces and rates of the ALD reactions, they can also be used to facilitate the
search for the TS of the analogous surface reactions.

1.4.2
Surface Reactions in ALD

1.4.2.1 Adsorption Reactions in ALD
The ALD process can be generally treated as a series of surface chemical reactions.
Although the surface reactions that define ALD are self-limiting, they can be treated
in the same fashion as the surface reactions of chemical vapor deposition, organic
functionalization of surfaces, and even heterogeneous catalysis. This entails explor-
ing the individual steps thatmay be active in the reacting system.A typicalfirst step in
an ALD mechanism is adsorption, which can be either dissociative or molecular.
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Usually adsorption of the ALD precursor on the reactive substrate is molecular
because of the self-limiting requirement of the surface chemistry. To calculate the
adsorption energy, one calculates the energy of adsorbed state and subtracts the
energies of the initial state, which is the isolated precursor and the substrate, with the
structures of each of these states optimized to their minimum energy geometries.
Adsorption may or may not involve going over a barrier. In the majority of cases,
molecular adsorption either is barrierless or has an insignificant barrier [5, 8, 9, 14,
18–21]. In either case, the PES that describes the energy as a function of the
adsorption reaction coordinate can be calculated.

Although adsorption is usually one of the simplest steps in an ALDmechanism to
calculate, a few points of caution should be exercised. One is that the molecularly
adsorbed state might involve van der Waals interactions, which are poorly described
bymost DFTmethods not specifically designed to describe dispersive interactions. A
second issue relates to the possibility that a precursor may adsorb to more than one
surface site and that these sitesmight be different. If this is the case, themodel of the
reacting substratemust include these sites. This point becomes evenmore important
when the precursor is relatively large or possesses ligands that can bond to various
possible surface sites. Similarly, this can also be important in cases where different
substrate conditions provide various possible surface reactive sites. For example, in
the ALD of metal oxides using water as the oxygen source, a purge subsequent to the
water pulse may leave the substrate with different relative concentrations of OH
groups, �O� bridge sites, and even molecularly adsorbed H2O [14, 44]. Finally,
caution should be exercised when the interaction between the adsorbed precursor
and the substrate can lead to nonlocal effects. For example, in theALDofmetal oxides
and nitrides,metal precursors can act as Lewis acids and dative bond to surface Lewis
base groups to form Lewis acid–base complexes. Similarly, oxygen and nitrogen
sources can act as Lewis bases and dative bond to metal atoms of the surface, which
act as Lewis acids. In the latter case, the donation of an electron lone pair from the
adsorbing species to the surface can lead to charge transfer to neighboring sites,
which requires that themodel include those neighboring sites to describe this effect.

Althoughadsorptionmayappear less interesting than the reactionsdirectly involved
in removingprecursor ligands to deposit the atomsof interest, it can play an important
role in both establishing the initial structures from which ligand exchange reactions
follow and often determining the energetics of the ALD process. For example, if the
initial ALD adsorbed precursor–substrate complex is too stable, it can act as a trapped
intermediate [18, 19]. Furthermore, the stability of this complex, together with the
stability of the subsequent intermediate, affects the barrier connecting these states. If
the TS to proceed to the following intermediate lies above the energy of the entrance
channel (i.e., if the forward barrier is higher than the barrier to desorption), the ALD
reaction may be relatively slow and have inefficient precursor utilization [18, 19].

1.4.2.2 Ligand Exchange Reactions
A key step in any ALD process is replacing the functional groups that cover the
reacting surface with the functional groups of the reacting species. The surface
reactions that are often responsible for this transformation are ligand exchange
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reactions. For example, the adsorbed precursor complex often involves a dative bond
between the initial surface functional group and the precursor. If this initial
functional group is not a component of the deposited film, it must be transformed
to remove any atoms that are not constituents of the finalmaterial. For example, if the
reactive surface site is an OH group and the ALD process deposits a metal oxide, the
H atom must be removed by the reactions of the ALD mechanism. In this example,
this can be achieved by a hydrogen transfer from the OH to one of the ligands of the
adsorbedprecursor to forma volatile by-product to carry away theH togetherwith one
of the precursor ligands. This ligand exchange reaction thus converts the OH
functionalized surface to one functionalized by the ligands of the precursor. Sim-
ilarly, ligand exchange can replace these functional groups by OH groups via a H
transfer from absorbed or absorbing H2O and the surface ligand.

Although a ligand exchange reaction replaces the ligands deposited by the previous
half-cycle with those of the pulsed precursor, the by-product of that reaction must be
volatile. Often, this species is physisorbed to the surface, for example, through a
dative bond arising from a dipolar interaction. This bindingmust not be so strong as
to severely inhibit the desorption of the product, otherwise these speciesmay require
long purges at relatively high temperatures to remove them. A purge that does not
completely remove these by-products can lead to film contamination and nonuni-
form growth through site blocking. Although the by-product should have a reason-
ably low desorption barrier, ALD does not require that each half-cycle be exothermic.
In fact, each half-reaction can be relatively endothermic because ALD is run under
nonequilibrium flow conditions. Thus, the chemical potential of the reactants
remains relatively high because the pulse continues to supply the precursors while
the chemical potential of the by-products is kept relatively low by the fact that as the
by-product is formed and desorbed from the surface, it is removed from the reactor
chamber by the flow, providing the thermodynamics to drive the reaction forward
toward film growth despite the endothermicity of the reaction.

1.5
Example of a Calculated ALD Mechanism: ALD of Al2O3 Using TMA and Water

The ALD of Al2O3 using trimethylaluminum (TMA, Al(CH3)3) and water (H2O) is
one of the most commonly employed ALD processes, both because of the wide
number of applications of thin films of Al2O3 and because this ALD process is one of
the most likely to succeed for any given substrate. In fact, the ALD of Al2O3 using
TMA and water is sometimes considered the prototypical ALD process [45–47].

Aswith anyALDprocess, the reactions between the precursors and the surface can
be separated into two half-reactions:

Al� OH� þAlðCH3Þ3 !Al� O� Al� CH3
� þCH4 ð1:1Þ

Al� CH3
� þH2O!Al� OH� þCH4 ð1:2Þ
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where the asterisks denote the surface species. Although this reaction appears to be
not balanced, it is written to illustrate the new bonds that form and the surface
termination during each half-cycle. To determine the atomistic detail of the ALD
mechanism represented by these two half-cycles, and to predict the associated
thermochemistry and kinetics of the TMA and H2O half-reactions, the B3LYP [48]
gradient-corrected exchange DFTmethod combined with the 6-31þG(d,p) double-
zeta plus polarization and diffuse functions basis set was used by Widjaja and
Musgrave [20]. The geometry of each species was optimized by finding stationary
points followed by frequency calculations needed to identify the nature of the
stationary points on the potential energy surface and to calculate the zero-point
energy corrections.

The Al(OH)2�OH, Al(OH)�(CH3)2, and Al(OH2)�CH3 clusters were used to
represent the Al�OH� and Al�CH3

� reactive surface sites. In addition, the larger
Al[O�Al(OH)2]2�OH, Al[O�Al(OH)2]2�CH3, and Al[O�Al(OH)2]�(CH3)2 clus-
ters were used to determine the effect of cluster size by mimicking the effects of
the surrounding material of a model Al2O3 surface site. Because the clusters were
fully relaxed, the calculationsmay underestimate the strain energy of the system. The
clusters used are shown in Figure 1.1. The PES of the Al(OH)2�OH þ Al(CH3)3
reaction, representing reactions during the TMA pulse at Al�OH� surface sites, is
shown inFigure 1.2. TMAfirst adsorbsmolecularly at anAl�OH� with an adsorption
energy of 14.1 kcal/mol. The adsorbed complex involves a Lewis acid–base interac-
tion,withTMAacting as the Lewis acid andOH� acting as the Lewis base.Next, oneH
atom from the surface �OH� group transfers to the methyl group of the adsorbed
TMA�OH� complex to form CH4, which then desorbs. This transition state lies
below the entrance channel: the TS energy is lower than that of the reactants,
although it lies 12.0 kcal/mol above the chemisorbed TMA. Overall, the TMA half-
reaction is exothermic by 25.1 kcal/mol and results in adding anAl layer to the surface

Figure 1.1 Schematic illustration of the clusters used to model reactive sites on the Al2O3 surface.
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while replacing surface hydroxyl groups with surface methyl groups. Following a
reactor purge, H2O is then introduced into the ALD chamber.

The water pulse reacts with methyl-terminated Al2O3 to replace methyl groups
with hydroxyl groups while adding a layer of oxygen to the surface. Determining the
mechanism of this half-reaction is analogous to the calculations described above to
study the TMA half-cycle. In fact, not only is the approach similar, but the reaction is
also isodesmic to that of the first half-cycle. In the water half-cycle, the OH bond of
water and the Al�C bond of the surface Al�(CH3)2� site are broken while an Al�O
bond and a C�H bond are formed to make Al�(CH3)(OH)� and CH4. This involves
forming and breaking the same bonds as the TMA half-reaction, and consequently,
the energetics are different to the degree that effects beyond the active atoms in the
reaction are important, which is a general expectation of isodesmic reactions. To
predict the reaction mechanism of H2O with Al�(CH3)2� sites, we calculated the
states along a reaction path similar to that of the first half-reaction. The resulting PES
is shown in Figure 1.3. As Figure 1.3 shows, H2O first adsorbs molecularly by
forming a Lewis acid–base complex with the Al�(CH3)2� surface site. The complex
energy is 13.1 kcal/mol below the energy of the reactants. The adsorption of water is
followed by CH4 formation and desorption, which involves a barrier of 16.1 kcal/mol
and an overall reaction energy of �21.0 kcal/mol, both relative to the adsorbed H2O
complex. As expected for the ALD process, reaction of Al�(CH3)2� with H2O results
in Al�(CH3)(OH)� sites and a second reaction with water is required to remove the

Figure 1.2 Schematic potential energy surface for the first half-reaction of TMA þ an OH� site on
the growing Al2O3 surface. Note that the barrier lies �2 kcal/mol below the reactants. See the text
and Ref. [20] for more details.

18j 1 Theoretical Modeling of ALD Processes



remaining methyl group. Reaction of the Al�CH3 group with H2O is subsequently
investigated. Similar to the reaction of Al�(CH3)2 with H2O, the reaction follows a
trapping-mediated pathway. Although the reaction is analogous to reaction at the site
with two methyl groups, replacing one methyl by a hydroxyl group affects the
energetics of the reaction. We found that the adsorbed water complex energy is
�17.1 kcal/mol, 4.0 kcal/mol more stable than for the Al�(CH3)2� surface site. We
then calculated that the ligand exchange reaction barrier was 21.0 kcal/mol relative to
the H2O adsorbed state,�5 kcal/mol larger than for reaction at the Al�(CH3)2� site.
Finally, we saw that the reaction was exothermic by 12.9 kcal/mol, which was about
8 kcal/mol less exothermic than for water reacting at the Al�(CH3)2� surface site.
Despite these differences, the qualitative nature of the chemistry is quite similar.
Although the differences in the reactivity may suggest that the effects are nonlocal, it
should be remembered that the two cases shown here differed by exchanging a
methyl group directly bound to the active Al surface atom with an OH group. In the
case of using different clusters tomodel surface reactions, the effects are less direct as
the clusters are modified further from the reactive site of the cluster, as shown next.

We also calculated the reaction energies using the larger Al(O�Al(OH)2]2�OH,
Al[O�Al(OH)2]�(CH3)2, and Al[O�Al(OH)2]2�CH3 clusters. The reactionmechan-
isms are identical to those found using the analogous smaller clusters. Furthermore,
the calculated energies are very similar to those calculated using the smaller clusters,
with energy differences of less than 2.5 kcal/mol. This showed that the ALD surface

Figure 1.3 Schematic PES of the reaction of
water with the Al�CH3

� sites on the methyl-
terminated surface. Unlike the reaction of TMA
with Al�OH� surface sites, the TS lies above the
entrance channel. Note that the water reaction

is slightly less exothermic than the TMA reaction
and because the barrier lies above the entrance
channel, it is kinetically slower than the TMA
reaction. See the text and Ref. [20] for more
details.
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reactions for the case of TMA andH2Oon the Al2O3 surface do not exhibit significant
nonlocal effects and that relatively small clusters are goodmodels of the surface active
sites because they are sufficient to describe the surface reactions.

Similar to theALDofAl2O3 usingTMAandwater, formation of complexes has also
been predicted for the ALD of ZrO2 and HfO2 with H2O and ZrCl4 and HfCl4
precursors [5, 12, 14, 18, 19]. In those cases, an oxygen lone pair is donated to an
empty d orbital of themetal center to form a Lewis acid–base complex with an energy
below that of the final products of the half-cycle. In contrast to the complexes formed
in the cases of ZrO2and HfO2 ALD, the energy of the TMA–water complex is above
the energy of the final product. As a result, Al2O3 ALD is exothermic relative to both
the initial state and the complex, so theH2O complex should not be observed at room
temperature, unlike the cases of ZrO2 and HfO2. This is confirmed experimentally
for water reacting with methyl-terminated Al2O3 with infrared spectroscopy where
the H2O bending mode in the region between 1380 and 1650 cm�1 is not
observed [49]. In the case of Al2O3 deposition, long purge sequences to drive the
reaction toward the products are probably not necessary, because equilibrium favors
the reaction products, in contrast to ALD of ZrO2 andHfO2.However, if excess water
is introduced beyond that necessary to removemethyl groups, then a long purgemay
be required.

This example illustrates the basic use of quantum chemicalmethods to investigate
an atomistic mechanism, namely, the simple chemistry of Al2O3 ALD using TMA
and H2O. It is quite common to find that the ALD half-reactions for various metal
oxides and nitrides proceed through a stable intermediate complex before the
reaction removing the H atom of the OH or NH2 surface reactive site. These
complexes result from the interaction between the oxygen or nitrogen lone pair
electrons and the empty p orbital of the metal atom.
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